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ROXANNE is a research project funded by the European Union1 that intends to combine new speech, 
text, video, and network analysis technologies into a new platform that will assist law enforcement 
agencies to identify criminals in organised crime investigations. A key part of this project is ensuring 
that the activities within the project, and the project results comply with ethical, legal, and societal 
standards. We achieve this through taking Privacy and Ethics-by-Design approaches to the research 
activities in the project that are investigating tools and methods to be incorporated into the new 
platform. To fully engage in these approaches, partners from the project’s ethics and legal team have 
conducted in-depth analysis into the ethical, societal, fundamental human rights, and applicable 
legislation (including data protection and rules concerning INTERPOL). So that these analyses can be 
validated, the project’s ethics and legal team are sharing a series of briefing papers with important 
stakeholders to gather feedback.  A link to a survey will be provided separately where you will be 
able to share comments if you wish. 

1.	INTRODUCTION

So that any use of the tools developed in ROXANNE is in compliance with ethical standards, societal 
values, fundamental rights, and other applicable legislation (especially data protection legislation 
and internal rules at INTERPOL), partners working on the ethical, legal, and societal impacts of 
ROXANNE have developed a mechanism to assist law enforcement officers with decision-making 
when using data analysis tools, such as those found in our project., and to support accountability and 
the governance of data analytics tools This document summarises our work toward this mechanism, 
and provides the questions we intend for law enforcement officers to be asked when procuring or 
using the ROXANNE tools. In the actual ROXANNE platform, users should be asked these questions 
through a component of the platform.

Following this brief introduction, Section 2 explains risks of automated decision-making and how 
the ROXANNE project intends to facilitate a human-centred approach to decision making with 
the proposed ROXANNE platform. Section 3 provides the four-stage decision-making mechanism 
that can be used by LEAs to ensure compliance with ethical, societal, and legal standards. Section 
4 shows how the decision-making mechanism will be presented in an electronic version, and also 
displays screen-shots of what the initial electronic version looks like.
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2.	THE HUMAN-CENTRED APPROACH IN 
ROXANNE

2.1. Avoiding risks in automated decision-making

The ROXANNE consortium is acutely aware of the risks of automated decision-making where it 
results in significant effects for people,2  and especially in the  law enforcement domain.3  There are 
significant ethical, societal, and legal issues where human beings delegate their decision-making to 
machines and allow those decisions to affect others.

Automated decision-making can create ethical and societal issues that can impact both the people 
who are affected by the decisions, and those who delegate them. As algorithms are not inherently 
objective, but are impacted by the consequences of choices taken during their development, they 
cannot produce results that have completely equal effects.4 Whilst human beings can also make 
unequal decisions, they are more often easily fixable.5 Automated decision-making can entrench the 
effects of structural issues in society, whilst presenting a veneer of objectivity.6 Thus, there is a need 
for the ROXANNE tools to avoid automated decision-making due to the negative effects it can have 
on the people whom technologies are used on. Automation is sometimes presented as something 
that can solve many problems. But, as noted here, it can create other problems, and make some 
problems worse, thus, it is important that use of automation is carefully considered.

Retaining the critical engagement of human beings using technology is also key to avoiding issues 
that could be caused for the end-users. For example, where automating technologies are used in 
work, this can reduce the value seen in that work, leading to a lack of meaningful engagement with 
work activities.7 For Law Enforcement Agency (LEA) officers, there is a risk that this could lead to 
less use of their valuable intuition, alongside a risk of atrophying moral decision-making skills,8 and 
potential impacts on the role of LEA officers as ‘societal moral agents’ (i.e., persons who exemplify 
and defend the value structure of their community).9

In terms of legal effects, whilst automated decision-making can result in increased efficiencies and 
resource saving, it also presents clear risks of removing the ability for end users to make proper 
choices and can also lock people whose data is analysed into specific categories that could be 
subject to discrimination.10 Thus, in both the General Data Protection Regulation (GDPR) and the Law 
Enforcement Directive (LED), there is a general prohibition on the use of automated decision-making 
where this creates legal, or similarly significant effects.11  

Solely automated decision-making is where decisions are made using technological means without 
human involvement.12 Automation happens where a person delegates the mental labour of making 
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a decision to a machine.13 But, automated decision-making can still happen where there is only 
‘token’ human oversight; for example, a situation where someone simply pushes a button to confirm 
and enact a machine-determined result would be seen as a situation of solely automated decision-
making.14 Indeed, for decision-making not to be ‘solely automated’, a human being must consider ‘all 
the relevant data’.15

With the proposed ROXANNE platform, the intention has always been to maintain meaningful 
human involvement by building the platform in such a way that human beings must take all decisions 
about how the outputs/results of the tools are used. To facilitate this, the ROXANNE partners have 
developed the below decision-making mechanism for human beings to use to assist them in coming 
to decisions about data use and how results of analysis should be understood. This takes the form 
of questions that facilitate critical engagement by end-users to fully consider all relevant data. 
This should mean that the ultimate decision about how the results of the ROXANNE analysis are 
comprehended and implemented in LEA investigations are made by a person and, therefore, are not 
solely automated.16 The tools below are for decision-support, not decision-making on behalf of the 
users.

This should mean that the ultimate decision about how the results of the ROXANNE analysis are 
comprehended and implemented in LEA investigations are made by a person and, therefore, are not 
solely automated. The tools below are for decision-support, not decision-making on behalf of the 
users.

With regard to human involvement in decision-making, the ROXANNE partners are also conscious of 
the risks of automation bias. This is where human beings begin to trust the results of machine analysis 
more than themselves.17  The ultimate effect of this can be that, where a human does not apply 
their own critical engagement to the results of a tool, the human is, in-effect, a by-stander, and the 
machine is acting autonomously for all intents and purposes.18 Automation bias is different from the 
‘token’ human involvement mentioned above: ‘token’ human involvement can be a design choice, 
whereas automation bias is choice made by end-users. However, the effects are the same with both 
resulting in a lack of critical engagement by end-users.

A significant amount of literature on avoiding automation bias has been written in relation to 
autonomous weapon systems. Sharkey suggests that the ideal level of human control over a machine 
that has effects on humans should be where a human being can deliberate on the results of machine 
analysis and place them within the context provided by situational awareness of the circumstances 
at hand (i.e. consider all the relevant data).19 Consequently, in order to facilitate critical engagement 
with the issues applicable to the use of ROXANNE, and to avoid automation bias, the ROXANNE 
partners opted to develop questions for LEA officers to answer during their use of the proposed 
ROXANNE platform.

This has two key benefits. First, it provides opportunities for LEA officers to: examine the crucial 
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ethical, societal, and legal issues related to their data use; ensure that they understand the meaning 
of the results of the ROXANNE platform before acting upon them; evidence and attest that 
their actions follow applicable legal and ethical standards and, where relevant, the terms of any 
warrants that the LEAs are operating under. Second, it is an obvious point at which to implement 
accountability measures by logging the users of the ROXANNE platform, their reasons for using it, 
and the outcomes which they take forward into investigations.

In terms of the examination of ethical, societal, and legal issues, and attesting to compliance to the 
relevant standards for these issues, it is important that LEA officers understand these issues prior to 
commencing data processing. This is because there can be ethical, societal, and legal risks associated 
with the data processing using systems like ROXANNE in addition to those associated with collecting 
it. For example, there could be a legitimate violation of privacy in collecting telephone intercepts 
from a suspect in a criminal case; but analysing their data can be seen as a distinct activity where 
the legitimacy of a further privacy violation should be assessed separately. Therefore, it is important 
that compliance risks are assessed before the analysis takes place. Further, LEAs must ensure that 
where they are acting under a warrant that they comply with the terms of that warrant. One of the 
ROXANNE LEA partners noted that such an assessment could facilitate their compliance with the 
conditions of a warrant if, for example, it required investigators to demonstrate than an infringement 
on the privacy of a suspect is the last resort, and their reasoning could be included, and recorded, in 
their responses to decision-making questions.

Having investigators demonstrate that they understand the results of the ROXANNE platform is 
beneficial not only for compliance with ethical, societal, and legal standards, but also for operational 
reasons. The proposed ROXANNE platform will integrate several tools and functions that already 
operate in complicated ways, and having them work together in a processing chain could add layers 
of complexity that hamper end-users understanding the results and how they were generated.

There are different factors that can better facilitate the understanding of results by end-users. First, 
are technical approaches that enable end-users to comprehend the results more easily in the way 
they are presented and explained to end-users. This is an area of continuing discussion with technical 
partners as the development of the ROXANNE platform continues. Second, is prompting users to 
engage with the results and critically assess their meaning. Having users engage with the context in 
which both the original data were gathered, and the results that are generated can lead to greater 
understanding. For example, data analysis results could suggest a criminal suspect has met with 
accomplices, but an investigator might know that the suspect was in prison at the time and so cannot 
have met accomplices. Thus, interpreting the results of the data analysis in context is needed.

To enhance the understanding of the ethical and legal risks when analysing ROXANNE results, we 
recommend users of the platform complete training on this topic. This can allow investigators to 
better understand the relevant issues, and fully engage with them when they use the ROXANNE 
platform. The training modules should explain how the platform functions, what its technical 
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limitations are, and how the end-users should use it. Thus, users should clearly understand that the 
results do not accurately reflect reality and the platform may highlight patterns without being able 
to explain them. The training should underline that decisions stay with the investigators using the 
platform and they should be made only after having critically evaluated the results provided by the 
platform. Hence, the officers using the platform should learn to interpret ROXANNE results and to 
accurately present them to judges and juries. The training should also raise the users’ awareness of 
requirements linked to their use such as ethics, data protection and fundamental rights. Users should 
take into consideration all these aspects when using the platform and evaluating the potential impact 
of their decisions. 

2.2. Focussing on decision-support not decision-making

Earlier we noted the risks associated with end-users being ‘alienated’ from their work along with 
the need to retain the critical engagement of investigators when using the ROXANNE platform. 
Therefore the series of questions offered below are a mechanism for facilitating decision-making, 
and, in that sense, are tools to support human decision-making, rather than allow decisions to be 
delegated to the ROXANNE platform.

The questions below can be seen as decision-support tools though prompting end-users to consider 
various topics that are relevant to the use of ROXANNE. Indeed, the purpose is to follow a human-
centred approach to using the ROXANNE platform and keep the ‘human-in-the-loop’. The loop 
paradigm for understanding human-machine relationships comes from literature on autonomous 
weapon systems,20 and can be adapted for the context of a data analysis platform: a human ‘in-the-
loop’ analyses results from the machine and takes decisions themselves; a human ‘on-the-loop’ would 
observe decisions by the machine and intervene where necessary; a human ‘out-of-the-loop’ would 
allow the machine to make decision for them. In the case of ROXANNE, the consortium partners 
have only ever intended for the platform to be used with a human ‘in-the-loop’; it is not being built to 
allow for uses where a human could be ‘on-‘ or ‘off-the-loop’.

Other paradigms for understanding automation further demonstrate that the proposed platform is 
firmly under human control; The ‘Levels of Autonomy’ paradigm describes how the technological 
capabilities of machines can be seen along a spectrum from inert, to automated, to semi-
autonomous, and fully-autonomous systems.21 The proposed ROXANNE platform would remain 
in the inert category as, despite containing very advanced computing, it will not be capable of 
functioning without human direction. 

Further, the intended tasks of the ROXANNE platform are purely data analysis, it would not be 
possible for the platform itself to have any material effect on the world (any effects arising from 
the use of the ROXANNE platform would need to be enacted by the human beings using it).22 
Consequently, it is not possible to view the platform as being used for the delegation of decision-
making. The proposed ROXANNE platform should, according to the most commonly used 
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paradigms, be seen as an inert system carrying out data analysis tasks only at the direction of a user 
who is ‘in-the-loop’ and makes all decisions regarding the results of that analysis and how it should 
be used.

2.3. Legal ‘neutrality’ and adaptability for end-users

Since the beginning of the project, LEAs have been asked to report their needs and requirements for 
the ROXANNE platform through specific questionnaires which were reviewed and complemented 
using feedback sessions. Those surveys highlighted the need for legal solutions to be neither specific 
to particular types of investigations, or organisations, nor focussed toward a particular legal regime, 
due to pre-existing policy and legal rules regulating criminal investigations differently for each 
organisation and the countries they come from. Also relevant is that each society that is policed by 
the different LEAs will have different standards that they expect of their LEAs. To ensure that the 
proposed decision-support concept aligned with LEA needs, discussions were held with ROXANNE 
LEA partners to ensure that it could be useful for current LEA approaches to investigations.

Consequently, the decision-support mechanism presented below should be seen as a template 
designed with European-wide ethical, societal, and legal standards in mind, and can be adapted 
for use by LEAs to their particular context. The mechanism can, therefore, be seen as somewhat 
‘neutral’ in the sense that it designed at the Europe-wide level, and does not favour any particular 
ethical, societal, and legal regime within Europe.23 LEAs who do modify the questions below should 
add additional considerations for the circumstances of their investigations, rather than remove 
questions, so that they can be tailored to the specific needs of the individual LEAs and not minimise 
efforts at complying with relevant standards. It is important that LEAs can adapt the decision-making 
mechanism to their needs, as the questions below should not be seen as a replacement for their 
current processes that ensure compliance with their current obligations. Still, some LEAs might have 
entirely different needs, and they could, for example, find utility in using the mechanism below as a 
training tool to make officers aware of key issues in their work which they would then be able to deal 
with as required.

Therefore, each question has been provided with a rationale. This is to explain to end-users what the 
question is about, what issues it deals with, and why it is important. By conveying the importance of 
each question, and the underlying issues, this should enable investigators to better engage with the 
potential implications of their work, thereby raising the awareness of ethical, societal, and legal issues 
amongst LEA practitioners, but also avoiding risks of ‘functional autonomy’ and automation bias, and 
approaching it as a ‘tick-box’ exercise.
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3.	THE DECISION-MAKING MECHANISM

3.1. Intended use

The intended use of the ROXANNE decision-making mechanism is for LEA officers to assess 
potential ethical, societal, and legal issues that could arise during the use of the proposed ROXANNE 
platform, or similar tools, and to demonstrate their compliance with the relevant standards. This 
serves several purposes. As mentioned above, it avoids situations of automated decision-making. It 
also facilitates greater awareness and engagement with the issues by investigators and avoids risks 
of functional autonomy and automation bias. Further, it enables uses and decisions to be logged for 
accountability purposes. Logging features are key to uncovering misuses of tools like ROXANNE: if 
an LEA officer were to use the proposed platform for unethical or unlawful purposes, this would be 
logged and any investigation about such use will easily be able to see how the platform was used 
and make decisions accordingly.

Having end-users critically engage with relevant issues, and record their answers to the questions 
within the decision-making mechanism adds benefits over simply logging uses and users in the 
background. For example, an oversight body can assess the answers provided. This could be for a 
variety of purposes. A professional standards unit could assess whether LEA officers are adequately 
engaging with issues, both to find unprofessional activities (such as entering random text into answer 
boxes to simply complete the form), or to find examples of best practice (such as officers finding 
new ethical issues that need to be considered). Further, any oversight body that needs to investigate 
criminal allegations of misconduct by an investigator, for example, should be able to gain insight into 
the mindset of an officer when using ROXANNE if they need to assess the intent of that investigator.

3.2. Structure

The below questions were developed from the earlier ethical, legal, and societal analysis work that 
ROXANNE partners have conducted. During the development of the questions for the decision-
making mechanism, it became clear that some questions needed to be asked before the ROXANNE 
platform was used, for example to assess privacy risks. Yet, other questions needed to be asked once 
results had been generated, to determine if a user properly understands the results, for example.

Following question development, we grouped the questions to be asked: 
1.	 at the procurement stage; 
2.	 when beginning a new case; 
3.	 when analysing new data, and; 
4.	 following data analysis. 

This approach was discussed with LEAs and technical partners who agreed that it was appropriate 
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for dealing with the relevant issues, and could fit into current LEA structures. However, as noted 
above, actual implementation of the decision-making mechanism would depend on the needs 
of the individual LEA and the ethical, societal, and legal standards that are best suited to their 
circumstances.

3.3. Decision-making at the procurement stage

From the beginning of LEAs using advanced technologies like ROXANNE, they should ensure that 
their policies and procedures for using them comply with the values held by the society that they 
police, and the ethical and legal standards that are applicable to them. Therefore, LEAs should 
consider the implications of using technologies such as ROXANNE during the procurement process.
Ideally, LEAs procuring the proposed ROXANNE platform would be able to seek advice from an 
independent ethics board,24 or experts in the ethical use of technologies in law enforcement. 

However, some LEAs might not have an ethics board, or might not wish to discuss technologies 
intended for sensitive policing operations outside of their organisation, and so decisions could be 
made by senior officers. In any case, the following questions should be considered as part of an 
assessment of technologies such as ROXANNE. This should be in addition to specific considerations 
of the relevant ethical, societal, and legal standards applicable to their circumstances. As these 
are questions that should be considered about the use of the ROXANNE platform overall, and not 
about specific uses of it, there is no need to include these questions in the electronic version of the 
decision-making mechanism.



Have you conducted a detailed assessment of the ethical, 
societal, fundamental rights, and legal impacts that could 
arise if your organisation used the ROXANNE platform?

It is important that LEAs have a comprehensive 
understanding of the issues that could be generated by 
their use of new technologies, and take steps to deal 
with any negative impacts

What type of investigations would it be appropriate to use 
ROXANNE platform for? How will you prevent ‘function 
creep’?

Use of the ROXANNE platform can cause intrusive 
effects on people’s privacy, and this should be limited to 
cases where such intrusions are necessary.

Further, the ROXANNE platform can process a lot of 
complex data, and use a lot of energy. Investigators 
should consider if another, less energy-intensive, tool 
can complete their task.

How will you track the use of the ROXANNE platform? For 
example, should every LEA officer have a separate user 
account? Will you keep access logs?

Incorporating a logging system within the LEA 
organisation would allow senior LEA officers to monitor 
the use of the platform. Also, if each law enforcement 
representative has an individual account, they become 
accountable for their own actions.

What oversight mechanisms/ bodies will you implement 
with the users of ROXANNE?

Oversight for technology use is crucial to ensure that 
ethical, societal, and legal standards are adequately 
applied before any potential violation, and to prevent 
poor standards resulting in unjustified violations. 

Oversight should exist within investigations from 
senior officers to ensure proper use of data analysis 
technologies, and from outside investigation teams to 
provide oversight of how standards are being applied.

What data security measures will be implemented with 
the ROXANNE platform? Will they adequately protect the 
data being analysed by ROXANNE, and the results?

Data from LEA investigations is, by its nature, sensitive. 
It is imperative that it is kept secure in order to protect 
privacy, and the right to privacy.

The LED requires that LEAs implement security 
appropriate measures to protect personal data against 
unauthorised/unlawful processing and accidental loss, 
destruction, or damage.

It is important that data security measures are evidenced 
as significant harm could arise from a data breach. 

(See I v Finland App no 20511/03 (ECtHR, 17 July 2008), 
para.38-40; Art.4(1)(f), LED.)

What will you do with personal data that is no longer 
needed? Will you provide a data retention policy to the 
public?

Personal data should be kept no longer than 
necessary (data minimisation principle); they should 
be anonymised or destroyed once they are no longer 
needed. In order to be transparent, the public should be 
informed about the data retention policy of LEAs.

QUESTION RATIONALE
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How confident are you about the results generated 
from this platform? Is the error rate acceptable for 
investigations?

LEAs should be confident in the efficacy of the 
technologies they deploy. This should include testing 
a system before deployment, and a determination if it 
is an appropriate tool for the operational environment. 
Where it is found to be inappropriate, for technical 
reasons or otherwise, it should not be deployed.

Do you have any reason to believe that the ROXANNE 
platform will produce biased effects on particular groups 
of people in your policing area? For example, are there 
populations whose data are disproportionately captured 
in investigations who could be discriminated against?

The bias in algorithmic analysis can result in biased 
effects if they are acted upon and so data analysis tools 
should be evaluated for bias by users before they are 
deployed.

Police data collection practices in the past have 
sometimes created biases, and the potential for them to 
affect ongoing investigations needs to be considered.

Do you think that the training modules provided for 
using with the ROXANNE platform are sufficient to make 
investigators aware about possible technical limitations? 
What training provision will you provide to demonstrate 
to users of ROXANNE that they should not simply ‘follow 
the algorithm’ but should critically evaluate their uses of 
the platform through the decision-making mechanism 
provided? How will you ensure that ROXANNE end-users 
are sufficiently trained so that they can comprehend the 
results of the ROXANNE analysis in order to explain them? 
Are there other trainings you think investigators should 
engage with before using ROXANNE?

LEAs must be well informed about the possible 
technical limitations of the platform and what could 
possibly lead to an error prone conclusion from the 
system. Linked with the next question, it is also crucial 
that end-users are adequately trained in order that they 
can comprehend the results of the ROXANNE analysis.

The ROXANNE platform is limited in its ability to 
analyse reality by the data that is uploaded to it. 
Investigators should not assume that the results of the 
ROXANNE platform accurately represent reality, nor that 
they are definitively correct; they are only an estimation 
that should be critically engaged with.

How will you facilitate investigators explaining ROXANNE 
results, and how investigators reach conclusions, in court?

Judges and juries in criminal trials must have an 
accurate understanding of the evidence in order to 
weight it properly. Therefore, investigators should be 
able to adequately explain the results of the ROXANNE 
platform to judges and juries to ensure a fair trial.

Will you inform stakeholders (e.g. local citizens) about 
your intended uses of ROXANNE? Will your organisation 
gather views of stakeholders on how you intend to use the 
ROXANNE platform? Will you adapt your intended uses 
to comply with their views?

In order to be transparent and avoid misunderstandings 
with the local population and build trust, LEAs 
should keep their stakeholders informed about the 
technologies they use in investigations.

It is important that the use of ROXANNE-like 
technologies is evaluated by different groups, to ensure 
that they are used in ways that are acceptable to the 
communities that are being policed.

Do you intend to make your organisational privacy 
policies relevant to the use of ROXANNE public? Or have 
you done so?

LEAs should be transparent with the public about 
how they process data (whilst recognising operational 
needs), in order to build trust and allow to public to feel 
that their data is treated properly.

QUESTION RATIONALE
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QUESTION RATIONALE

How can you avoid causing unnecessary harm to people 
whose data is analysed using ROXANNE?

People can feel distressed where they feel that sensitive 
data about them, or their acquaintances, has been 
processed without their knowledge. Unnecessary, 
and particularly intentional, harm should be avoided, 
especially if it is used as a form of punishment or 
harassment outside of a formal legal process. 

(See European Union Charter on Fundamental Rights 
(EUCFR), Art.4 Prohibition on torture.)

How can you ensure that data-subjects will be supported 
if they experience distress after finding out about their 
data being processed by ROXANNE?

Are there structures in place to support people who find 
out that they been subject to analysis by the ROXANNE 
platform?

LEAs should take care to ensure that they do not 
cause undue harm to person whose data are examined 
in investigations. People might find it distressing 
to learn that they have had their data analysed by 
the ROXANNE platform, for example if evidence is 
presented in court, it is important that the wellbeing of 
these people is supported.

(See EUCFR, Art.3 Integrity of the person.)

3.4. Decision-making at the beginning of a new case

When investigators begin a new case using analytical technologies such as ROXANNE, it is important 
that they assess issues relevant to its use across the investigation. The questions asked at this stage 
relate to issues that can affect an entire investigation. Therefore, they only need to be asked once at 
the beginning of a new case. Specific issues related to the data to be analysed are asked in the next 
stage. As these questions relate to an entire investigation, it recommended that they be considered 
by a senior officer within the investigation.

Please confirm that you understand that the ROXANNE 
platform is intended to provide assistance to LEA officers, 
and decision-making should not be delegated to it.

The ROXANNE platform is not capable of making 
decisions in investigations. LEA officers should not 
just follow the results outputted, but should use them 
as information to make decisions from. Investigators 
should take account of the context when understanding 
the results of the analysis; for example, highlighting 
a person as being in a communication network with 
known criminals does not indicate that they are involved 
in illegal activity.

QUESTION RATIONALE
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QUESTION RATIONALE

Please confirm that you are aware that the results of 
the ROXANNE platform are an estimation, and are not 
conclusive. Results should be assessed once analysis is 
completed.

The ROXANNE platform can recognise patterns in 
investigation data. Therefore, it can highlight data points 
to pay attention to, but cannot provide information on 
why. Further, the ROXANNE platform was developed in 
a research project and so the algorithms ‘out of the box’ 
are not specifically trained on LEA investigation data.

Please confirm that you are using ROXANNE in 
accordance with your organisational policy on data 
security.

Given the sensitive nature of the data, and the 
suggestion that data security is considered at the 
procurement stage, investigators should attest that they 
are using the correct data security procedures to avoid 
any data leaks or unauthorised access.

(See I v Finland App no 20511/03 (ECtHR, 17 July 2008), 
para.38-40.)

Are you processing the data for law enforcement 
purposes? What is your specific purpose?

It is important that LEAs process investigative data 
under an appropriate legal basis. The LED states 
that law enforcement purposes are the ‘prevention, 
investigation detection or prosecution of criminal 
offences or the execution of criminal penalties,[…] and 
the prevention of threats to public Security.’

The LED also requires that these purposes are ‘explicit, 
specified, and legitimate’.

If data are processed for non-law enforcement purposes, 
then this should be regulated under the GDPR (unless 
allowed in member state law).

(See Arts.1(1), 4(1)(b), 4(2), 4(3), 8, and 9, LED.)
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QUESTION RATIONALE

What is your lawful basis for analysing the data? Provide 
European Union and Member State law as required, and 
highlight if these are separate legal bases for processing 
data of different categories of people.

A violation of privacy should only take place where it is 
proportionate, lawful, and subject to effective oversight. 
Ensuring that data is processed according to the law 
is important as it prevents investigators going beyond 
their powers. The LED requires that purposes of data 
processing are lawful and fair. 

Under human rights law, the European Court requires 
that domestic law provides measures to protect persons 
who are incidentally recorded in surveillance data. To 
ensure that any infringement of the right to privacy is 
lawful, there must be a basis in domestic law and this 
should be recorded.

(See Arts. 1(1), 4(1)(a) and 10, LED; EUCFR, Art.7, 
Respect for private and family life; Amann v Switzerland 
App No 27798/95 (ECtHR, 16 February 2000), Para.61; 
EUCFR, Art.8 protection of personal data.)

Is it necessary to use the ROXANNE platform for this 
investigation?

The ROXANNE platform can process a lot of complex 
data and use a lot of energy. This raises risks of violating 
privacy and spending a lot of energy. 

Investigators should consider if another, less intrusive or 
less energy-intensive, tool/process can complete their 
task.

Which person/body oversees this data analysis in this 
specific operation?

A violation of privacy should only take place where it is 
proportionate, lawful, and subject to effective oversight. 
Oversight for technology use is crucial to ensure that 
privacy issues are adequately considered before any 
potential violation, and to prevent poor standards 
resulting in unjustified violations.

Have the persons who will be using the ROXANNE 
platform in the investigation completed the required 
training provision?

Training should cover several areas including 
transparency (understanding how the system produces 
results), human rights protections and accountability 
procedures. 

Investigators should be adequately trained in both using 
ROXANNE, and the potential impacts it can produce.

Will you limit access to investigative data to certain 
investigators within the investigation? How will you limit 
access (e.g. need-to basis,  rank)?

Personal data in investigations should only be accessed 
by people who need to do so for legitimate purposes. 
Where highly sensitive data is processed, investigations 
should consider if this needs to be sequestered in some 
way.
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QUESTION RATIONALE

Regarding transferring data between investigations, do 
you envisage:
a) Transferring data from your investigation to another 
investigation?  

b) Transferring data from another investigation into yours?

Why? Is this necessary? Is this lawful? Who will oversee, 
and provide authorisation for, this?

Provision of sensitive data to other persons, or 
organisations, who do not need access is an 
additional violation of privacy, it therefore needs to be 
proportionate, lawful, and subject to oversight.

Is the data processing expected in your investigation 
in compliance with your organisational data protection 
policy (ideally made public)?

In order to remain transparent, the public should be 
able to generally determine how their data will be used 
by LEAs.

How will you integrate use of the ROXANNE platform 
into your investigation alongside ‘ordinary’ (i.e., non-data-
driven) decision-making approaches? How will you verify 
the results of the ROXANNE platform?

End-users should be aware that data-analysis platforms 
may give results that could be biased, erroneous, 
and difficult to understand, depending upon the data 
inputted. LEA officers leading investigations should 
be clear on how they will deal with these issues, if they 
arise. Senior officers should ensure that users maintain 
a critical interpretation of results from data analysis 
platforms.

(See EUCFR, Art. 21 Non-discrimination.)

Do you foresee a risk of biased data, or biased effects? 
What steps could you take to mitigate these risks?

Use of biased data sets in investigations presents a risk 
of inaccurate results for investigators to deal with during 
their work. 

It is important that senior officers are aware of these 
risks and how it could affect investigations. It is also 
important that they take steps to mitigate bias risks not 
only to avoid discriminatory policing, but also to avoid 
leading their investigation down an erroneous path.

(See EUCFR, Art. 21 Non-discrimination.)

Are you in a position to fulfil the rights of data-subjects, if 
needed?

The LED has fewer data-subject rights than the GDPR,25 
and the exercise of these rights is restricted under 

certain conditions.26 Investigators should be cognisant 
that data-subjects might be able to access data held 
about them in future and could use their data as a tool 
to hold investigators accountable for errors.

(See Arts.11-18, LED.)
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QUESTION RATIONALE

How will you manage data once your investigation is 
completed? Will you anonymise, or destroy, the data? If 
you do not know, when will you review this decision?

The LED requires that data-subjects should only 
be identifiable for as long as is necessary for law 
enforcement purposes. When they are no longer 
needed, they should be anonymised or destroyed.

(See Art.4(1)(e), LED.)

3.5. Decision-making when using new data

When LEAs bring new data into an investigation, it is important that they assess the risks and 
implications of analysing the data prior to processing it. As mentioned above, the analysis of data in 
an investigation can be considered an additional infringement on privacy beyond an infringement at 
the point where the data is collected. Therefore, investigators should consider the issues related to 
their specific use of the data, and whether they need to process it. The questions at this stage could 
be answered by investigators (potentially junior officers) who actually use the ROXANNE platform, in 
distinction to the suggestion that officers leading an investigation should complete the previous set 
of questions.

Are you an investigator assigned to the case which these 
data relate? What is your purpose in processing these 
data?

If you are not assigned to the case which these data relate 
to, what purpose are you accessing these data for?

It would seem to be an unjustified violation of privacy 
if people from outside an investigation can access 
sensitive data without good reason.

What are your details? Name, rank, ID number, etc. 27 It is important that any person who decides on a 
violation of privacy is accountable for their actions, and 
can be questioned about their reasoning for this.

Was a warrant required to collect these data? What is 
the warrant number? Are there any restrictions regarding 
data-analysis from this warrant? Are there any details you 
should note here?

A violation of privacy should only take place where it is 
proportionate, lawful, and subject to effective oversight. 
Ensuring that data is processed according to the law 
is important as it prevents investigators going beyond 
their powers.

The collection and processing of sensitive data is often 
authorised by a judge providing a warrant, especially 
when gathered by covert means. This is an opportunity 
to attest that a judge has authorised certain actions.

(See EUCFR, Art.8 Protection of personal data.)

QUESTION RATIONALE
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QUESTION RATIONALE

What is the nature of the data you intend to process? Investigators should clearly document the types of data 
they want to process. 

(See Z v Finland App No 22009/03 (ECtHR, 25 February 
1997).)

Are the data factual, or are they based on personal 
assessments (e.g. witness statements)? If there is a mix, 
please provide details.

The LED requires that LEAs distinguish, as far as 
possible, personal data based on fact and that based on 
personal assessments, such as witness statements. This 
question gives an opportunity to do this.

(See Art.7, LED.)

What categories of data-subject are included in the 
dataset? (e.g. suspects, convicts, victims, witnesses.)

The LED requires that LEAs should make a distinction 
between categories of data-subjects. This question 
provides an opportunity to do this.

(See Art.6, LED.)

Does the dataset contain special category data? Special category data is that which reveals ‘racial 
or ethnic origin, political opinions, religious or 
philosophical beliefs, or trade union membership, and 
the processing of genetic data, biometric data for the 
purpose of uniquely identifying a natural person, data 
concerning health or data concerning a natural person’s 
sex life or sexual orientation’. 

Such data can only be processed where it is allowed by 
law, to protect someone’s vital interest, or where it has 
been made manifestly public by the data-subject.

(See Art.10, LED.)
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QUESTION RATIONALE

Is the data adequate, relevant and limited to your 
purposes? Do you need to analyse the data of all persons 
represented in the dataset? Could you partition the data 
in some way? What are you planning to do with the 
irrelevant data?

Ethical considerations require that investigators consider 
if people who are unconnected to an investigation, but 
are captured in a dataset, could be removed from the 
analysis to avoid potential violations of privacy. 

With regard to data protection law, the LED requires 
that personal data to be processed is only that which is 
adequate, relevant, and not excessive for the processing 
(data minimisation principle). So, for example, data 
about people not connected to an investigation should 
not be processed as part of an investigation; LEAs 
should anonymise or destroy data that is not needed.

In terms of human rights law, the privacy rights of 
both the sender and receiver of communications 
can be infringed when analysing communication 
data. Investigators should ensure that they do not 
unnecessarily analyse personal data.

(See Art.4(1)(c), LED; EUCFR, Art.7, Respect for private 
and family life; Lamber v France App No 23618/94 
(ECtHR, 24 August 1998), Para.21; Iordachi and Others 
v Moldova App No 25198/02 (ECtHR, 14 September 
2009), para.44.)

Is the data accurate? Is it up-to-date? The LED requires that data is accurate and up-to-date, 
and that inaccurate data should be erased or rectified 
without delay.

(See Art.4(1)(d), LED.)
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QUESTION RATIONALE

Is the data of adequate quality to be analysed? How will 
you evaluate results to account for any errors caused by 
poor-quality data?

Poor quality data can be present in investigations where, 
for example, data comes from old surveillance cameras, 
or misplaced covert microphones.

Poor quality data might result in erroneous results, and 
these should be screened out by investigators.

Does this dataset include data about children? What 
additional measures will you take when processing their 
data (e.g. additional security measures, processing only by 
authorised staff)?

LEA data processing of personal data is regulated under 
the LED, but its sister regulation, the GDPR, explicitly 
states that children’s personal data merits additional 
protection. This is in conformity with human rights law 
which provides special protection to children.

(See EUCFR, Art.24 The rights of the child; Information 
Commissioners Office’s guide on Children and the 
GDPR.)

Are there any risks of bias in the processing of this 
dataset?

If a particular dataset has a bias towards a particular 
demographic of the society, the same might be 
reflected in the conclusions of the platform. There 
should be a conscious effort to appreciate risks of bias in 
data processing and avoid creating biased effects in the 
real world.

Are you likely to be processing data about people’s 
private or family lives? How will you safeguard people’s 
privacy during your processing?

The right to privacy is an important right in intrusive 
investigations, so investigators must be clear on how 
they will protect this right.

(See EUCFR, Art.7 Respect for private and family life.)

Would the people whose data you intend to process 
expect it to be private?

LEAs should consider whether people whose data they 
are processing would expect their data to be processed 
in the way you intend.

(See Krone Verlag GmbH v Austria App no 431/96 
(ECtHR, 26 February 2002); Von Hannover v Germany 
App no 59320/00 (ECtHR, 24 June 2004).)

Why is it necessary to process data about people’s private 
lives in this case and in this way?

For an infringement on the right to privacy to be lawful, 
it must be necessary. Processing that violates privacy is 
likely to damage trust in LEAs.

(See EUCFR, Art.7 Respect for private and family life 
(Art.8(2), European Convention on Human Rights).)
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QUESTION RATIONALE

What is your aim in processing this data, what are you 
trying to achieve? Is this a legitimate aim? If you are 
violating someone’s privacy, is it proportionate to the 
crime(s) under investigation? Could you reach the same 
goal in a less intrusive way?

For an infringement on the right to privacy to be lawful, 
it must be proportionate to a legitimate aim.

In ethical terms, a violation of privacy should only take 
place where it is proportionate, lawful, and subject to 
effective oversight. It is important to demonstrate that 
any violation of privacy is proportionate to the ongoing 
investigation and that there is no less intrusive way of 
completing the task.

(See EUCFR, Art.7 Respect for private and family life.)

Which tools in the ROXANNE platform do you need to 
use? Do you need to use all of them?

Use of each ROXANNE tool could result in infringement 
of privacy, and so investigators should only use the tools 
that they need to.

((See EUCFR, Art.7 Respect for private and family life.)

Can the person whose data you are processing access the 
data you have about them?

Investigators should endeavour to allow data-subjects 
to access their data when legally permitted whilst not 
causing damage to investigations.

(See Leander v Sweden App no 9248/81 (ECtHR, 26 
March 1987); Gaskin v UK App no 10454/83 (ECtHR, 7 
July 1989), para.49.)

How is your data processing using this tool subject to 
oversight?

Oversight of activities that engage human rights is 
important to ensure that standards that allow for 
infringement are properly considered.

(See Klass v Germany App no 5029/71 (ECtHR, 6 
September 1978).)
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3.6. Decision-making after data has been analysed

Once investigators have completed their analysis and are considering the results, it is important 
that they take steps to understand them thoroughly, and consider them in the relevant context. The 
below questions should be asked after each session using ROXANNE platform to ensure that the 
results of the data analysis are properly evaluated, and issues regarding potentially innocent people 
whose data are included in the investigation are considered. Each session could include analysing 
a lone dataset, or several data types (whether sequentially or simultaneously). It would seem overly 
onerous to expect investigators to consider these questions after analysing each dataset if there are 
several datasets being analysed together, especially where conclusions related to the case might only 
be drawn after viewing the results of analysing several datasets together. Therefore, it was decided 
to ask these questions at the conclusion of each user session when using the proposed ROXANNE 
platform.

How confident are you that the results are accurate? 
Reliable? Precise?

It is important that results of the ROXANNE platform 
are critically evaluated. Acting on erroneous results 
could result in innocent people being investigated, or 
offenders remaining free.

Can you understand the results of the ROXANNE 
platform?

Investigators must understand the results of the 
ROXANNE platform before acting on them so that 
risks of investigation or arrest of innocent people 
are not realised, and that actual perpetrators can be 
apprehended quicker.

Can you foresee any issues that could arise for 
understanding these results, for example if they are 
presented in court?

If it is not possible to understand the results of the 
platform, this could affect the ability of the defence to 
challenge evidence if it is presented in court.

(See EUCFR, Art.47 Right to an effective remedy and a 
fair trial.)

Will you remove people from the dataset who are shown 
to be innocent in these results? If yes how? If no, why not?

Innocent people should be protected from intrusive 
investigations, particularly where they are unnecessary.

(See EUCFR, Art.48 Presumption of innocence and right 
of defence.)
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How will you assess the outputs of the platform before 
acting on them?

The user should be aware that as the platform cannot 
comprehend context and so cannot differentiate 
between, for example, innocent communications 
between family and the communications of a criminal 
organisation.  Therefore, the user should critically assess 
the results of the ROXANNE platform to ensure they are 
properly understood before they are acted upon.

(See EUCFR, Art. 22 Cultural, religious and linguistic 
diversity.)

How will you validate, or corroborate, the results of the 
ROXANNE platform? For example, replaying audio to 
check voice identification, reading transcripts to validate 
text analysis results, or checking connections made in 
network analysis?

LEAs highlighted in ROXANNE End-User Surveys that 
they would like to be able to validate the results of the 
ROXANNE platform. Investigators should be provided 
with opportunity to attest to doing this so as to show 
that they have engaged with investigation data and are 
not ‘following the algorithm’.

Is there anything unusual/unexpected in these results? It is important to identify obvious errors in order that 
they can be considered to determine if there are actually 
errors, or just unexpected results.

Have you considered how this analysis could be wrong? The ROXANNE platform is limited in its ability to 
analyse reality by the data that is uploaded to it. 
Investigators should not assume that the results of the 
ROXANNE platform accurately represent reality, nor that 
they are definitively correct; they are only an estimation.

Do you intend to share this data through INTERPOL 
channels (i.e., I-24/7 messages, notices, databases)? If yes, 
data may only processed for one or more of the following 
purposes of international police cooperation:
a) to search for a wanted person with a view to his/her 
detention, arrest or restriction of movement;
b) to locate a person or an object of interest to the police;
c) to provide or obtain information related to a criminal 
investigation or to the criminal history and activities of a 
person;
d) to warn of a person, an event, an object or a modus 
operandi related to criminal activities;
e) to identify a person or a dead body;
f) to carry out forensic analyses;
g) to carry out security checks;
h) to identify threats, crime trends and criminal networks.

The processing of data in the INTERPOL Information 
System (IIS) may only be carried out for a given, 
explicit purpose of international police cooperation, in 
conformity with the Organization’s aims and activities. 
Article 10 of INTERPOL’s Rules on the Processing of 
Data (RPD) lists eight purposes for which data may be 
processed in the IIS.
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4.1. Technical and design specification

The decision-making mechanism will sit within the ROXANNE platform as a component to work 
alongside analytical tools. Where an end-user begins a new case or adds new data, or completes a 
session, the relevant series of questions should be automatically presented to the user to complete. 
Those for new cases, and new data should be mandatory before access to the platform and tools 
are provided. Those questions intended to be used after a session has been completed should be 
required to be completed, but at a time chosen by LEA officers; this is because it would likely be too 
onerous and not very helpful to require questionnaire completion after each dataset is analysed as 
useful information might only be recognised following comparison of results from multiple datasets. 
Further, as discussed above, those questions related to LEA activities at the procurement stage do 
not need to be included in the platform itself and so will not be recreated in electronic form). the 

Was the data collected and processed in line with 
applicable national laws and international conventions?

To process data in the INTERPOL Information System 
it must be lawful according to Article 11 of INTERPOL’s 
Rules on the Processing of Data (RPD). Law enforcement 
authorities entering data in the IIS are responsible to 
ensure that data collection and processing complies 
with applicable national and international law, and 
respects fundamental rights and freedoms of data 
subjects in spirit of the Universal Declaration of Human 
Rights

Do you intend to transfer any of the results, or original 
data to another investigation, or country? Is the data you 
intend to transfer accurate, relevant, up-to-date and not 
excessive in relation to the purpose sought?

All data processed in the INTERPOL Information System 
(IIS) must meet certain quality standards as defined 
in Article 12 of INTERPOL’s Rules on the Processing 
of Data. The sources of the data are responsible of 
ensuring the quality of data recorded and transmitted 
through the IIS.

4. THE DECISION-MAKING MECHANISM IN 
ELECTRONIC FORM

An initial version of the decision-making mechanism in electronic form has been created, and 
this should be tested by LEAs and other partners with other components. The mechanism will be 
updated following testing and feedback from LEAs and other partners.

QUESTION RATIONALE
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decision-making mechanism will screen answers to ensure that end-users enter words that are found 
in the dictionary; e.g., a user who enters ‘test’, ‘qwerty’, or ‘123456’ will be prompted to provide 
substantive answers to the questions posed.

Once answers are provided, they will be saved in a file and associated to the case and dataset that 
they relate to. Depending on how the completed component works, the answers will either be 
saved in a separate file or as meta-data. This information will be available to oversight bodies for any 
investigations/checks. Further, partners are considering having the ability to associate the answers 
of a user to previous cases in case an oversight body wishes to look into the previous actions of a 
specific user of the ROXANNE platform.

Visually, the completed decision-making mechanism will match the aesthetic of the ROXANNE project, 
such as that on the project website.28 Additionally, the design of the decision-making mechanism will 
follow the dissemination requirements in Article 29 of the ROXANNE Grant Agreement to include an 
EU emblem logo, and the following text ‘This project has received funding from the European Union’s 
Horizon 2020 research and innovation programme under grant agreement No 833635’. 

4.2. Initial version of the decision-making mechanism 

This electronic form will present the questions of the decision-making mechanisms detailed above 
in order to collect the responses of end users when beginning a new case, introducing new data, 
or following their analysis. A mock-up electronic version was originally created, followed by a more 
substantive initial version that will be further developed into a final version at the end of the project. 
Below are screen-shots of the initial version. Note that the rationales for questions are given first so 
that LEA officers can understand why the question is important, and why it is being asked before 
they provide an answer. Partners determined that this approach was more likely to achieve critical 
engagement with the questions and more substantive answers.
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Figure 1: The start of the ‘New Case’ questionnaire.



27

Figure 2: Part of the ‘New Case’ questionnaire, demonstrating that ‘test’ will not be accepted 
as a substantive answer, and that blank answers need completing before the questionnaire 
submission will be accepted..
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Figure 3: Part of the ‘Post-Analysis’ questionnaire, demonstrating that questions cover different 
formats: free-text; tick-boxes; multiple-choice.
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Figure 4: Part of the ‘Post-Analysis’ questionnaire, demonstrating that all answers must be 
completed before the ‘Submit’ button becomes active.
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5. CONCLUSION

This document explains the nature of human decision-making for using the proposed ROXANNE 
platform, and that all decisions should be made by human beings. Further, those decisions should 
not be subject to ‘functional autonomy’, or ‘automation bias’. In order to prevent these situations 
happening, end-users should critically engage with the ethical, societal, and legal issues that are 
relevant to their use of the ROXANNE platform. The questions offered above should facilitate that 
engagement and enable LEA officers to be fully cognisant of the issues related to their processing.
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